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Objective: Artificial intelligence (AI) has undergone remarkable advancements in recent years, and its integration across various domains 
has been transformative. In the field of medicine, AI applications are rapidly expanding, offering novel opportunities for clinical practice, 
decision-making, and medical education. The present study sought to assess the performance and reliability of state-of-the-art AI models in 
addressing spine surgery questions from the Orthopedic Residency Training and Development Examination conducted in Türkiye between 
2010 and 2023.
Materials and Methods: A total of 286 spine surgery questions were systematically analyzed. The reference standard was established using 
the official correct answers, which were subsequently compared with the outputs generated by three advanced AI models: Chat Generative 
Pre-trained Transformer-5.0 (ChatGPT-5.0), Gemini-Pro, and DeepSeek-V3. Model performance was evaluated in terms of accuracy, error rate, 
and non-response rate. Comparative analyses among models were performed using chi-square and McNemar tests with pairwise post-hoc 
comparisons. Wilson’s method was employed to calculate 95% confidence intervals (CIs). In addition, subgroup analyses were conducted 
according to question categories and temporal strata.
Results: Gemini-Pro achieved the highest accuracy rate (85.3%), demonstrating statistically significant superiority over ChatGPT-5.0 (71.7%, 
p<0.001). The overall accuracy rates were as follows: Gemini-Pro, 85.3% (95% CI: 80.7-88.9; non-response 1.4%); DeepSeek-V3, 78.0% (95% CI: 
72.8-82.4; non-response 3.8%); and ChatGPT-5.0, 71.7% (95% CI: 66.2-76.6; non-response 10.8%). Temporal analyses revealed that Gemini-
Pro and DeepSeek-V3 performed better in earlier years, whereas Gemini-Pro consistently maintained superior and stable performance in the 
later periods. In contrast, ChatGPT-5.0 exhibited persistently lower accuracy across all intervals.
Conclusion: Gemini-Pro demonstrated the most consistent and robust performance across both overall and temporal analyses. These findings 
underscore the promising role of AI in orthopedic residency education, particularly in examination preparation. Nevertheless, integration of 
AI into training curricula should be approached with caution, as expert oversight remains indispensable to ensure reliability and clinical 
applicability.
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INTRODUCTION

With rapid technological advancements, the demand for instant 
and accessible information has increased exponentially across 
all domains, including healthcare. Artificial intelligence (AI) 
has driven a transformative shift in medicine, encompassing 
applications in diagnosis, surgical planning, and medical 
education(1). In high-risk surgical specialties such as orthopedics 

and spine surgery, AI-assisted tools are increasingly utilized 
for radiographic interpretation, clinical decision support, 
and simulation-based training. Chat Generative Pre-trained 
Transformer (ChatGPT) has demonstrated utility in the medical 
field through its ability to perform case-based analyses, making 
it particularly valuable for literature synthesis and clinical 
evaluation. Its strengths lie in analyzing complex clinical cases 
and contributing to academic assessments(2). Another AI model, 
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Gemini, distinguishes itself with advanced reasoning capabilities 
and the capacity to manage complex tasks. Consequently, 
its integration into clinical decision-making processes has 
been recommended(3,4). DeepSeek represents another widely 
implemented AI model. While it has been described as more 
dynamic and flexible in tracking developments within the 
medical literature, it has also been noted to lack the capability 
for image processing(5). The most recent version, DeepSeek-V3, 
further introduces offline functionality, thereby enhancing 
data privacy(6). Furthermore, comparative analyses indicate 
that while ChatGPT demonstrates superiority in literature 
synthesis, clinical reasoning, medical education, and patient 
communication, DeepSeek shows relative strength in surgical 
education, skill acquisition, patient education, and pre-operative 
planning(7).
Recent studies have demonstrated that large language 
models (LLMs) can generate clinically relevant responses to 
medical questions, thereby highlighting their potential role in 
postgraduate education and examination preparation(8). LLMs 
have shown progressively improved performance on medical 
licensing and specialty board examinations, underscoring 
their potential applicability in medical education(9-11). Prior 
research revealed that ChatGPT-3.5 achieved borderline-
passing performance on the United States Medical Licensing 
Examination, whereas GPT-4 demonstrated superior outcomes 
on surgical knowledge assessments(12,13). More recent reports 
have begun comparing emerging models such as Gemini and 
DeepSeek in clinical tasks(14,15).
In Türkiye, the Orthopedic Residency Training and Development 
Examination (UEGS), administered annually by the Turkish 
Society of Orthopedics and Traumatology Education Council 
(TOTEK), serves as a national standardized assessment 
of theoretical and clinical knowledge among orthopedic 
residents. The examination encompasses a broad spectrum of 
subspecialties, including trauma, arthroplasty, sports medicine, 
pediatric orthopedics, and spine surgery. Among these, spine 
surgery represents a particularly critical domain due to its 
technical complexity, steep learning curve, and the necessity for 
precise anatomical and biomechanical knowledge. Evaluating 
AI models on standardized board questions provides valuable 
insights into their capabilities, limitations, and potential 
integration into orthopedic training. Previous studies in other 
medical disciplines have explored LLM performance on 
certification and licensing examinations, reporting variable 
yet frequently promising levels of accuracy. In Türkiye, several 
investigations have assessed AI performance on national board 
examinations prepared by TOTEK, comparing model outputs 
against residents and/or practicing surgeons(16-18). However, to 
date, no study has systematically evaluated AI performance 
within the context of orthopedic residency training in Türkiye, 
with a particular focus on the spine surgery subspecialty.
Accordingly, the present study aimed to address this gap by 

analyzing AI-generated responses to spine surgery questions 
from the UEGS administered between 2010 and 2025. 
Specifically, this study sought to (I) determine the adequacy of 
AI models in assessing spine surgery knowledge, (II) compare 
performance differences among distinct AI platforms, and 
(III) discuss the potential implications of AI integration into 
orthopedic residency education and assessment.

MATERIALS AND METHODS

Study Design

This study was designed as a retrospective, comparative 
analysis of AI model performance using a standardized national 
examination dataset. The investigation focused specifically on 
the spine surgery domain of the UEGS, administered by the 
TOTEK. The UEGS questions are text-based and do not include 
figures or tables.

Data Source and Question Selection

All UEGS questions administered between 2010 and 2025 were 
reviewed. Questions were obtained from official archives and 
verified resources accessible to orthopedic training programs. 
From the complete pool, questions pertaining to spine surgery 
were systematically identified and included. Eligible items 
covered anatomy, pathology, biomechanics, diagnosis, and 
the treatment of spinal disorders. Incomplete, or ambiguous 
questions were excluded. In total, 286 spine surgery questions 
were incorporated. The correct answer to each question, as 
provided by the official UEGS answer key, was used as the 
reference standard (gold standard) for performance evaluation. 
During the study period, three AI models were tested: 
ChatGPT-5.0 (OpenAI, San Francisco, CA, USA), Gemini-Pro 
(Alphabet, Mountain View, CA, USA), and DeepSeek-V3 (DeepSeek 
AI, Beijing, China). All models were accessed between July and 
August 2025 via publicly available or application programming 
interface-based interfaces under standardized conditions.

Testing Procedure

Each question was entered into the respective AI model in its 
original Turkish form. For models with limited Turkish language 
capabilities, parallel English translations were also used, and 
outputs were cross-validated for consistency. AI responses 
were recorded in a structured format: correct (C), incorrect 
(I), and no answer/unknown (N). All items were submitted 
individually to the models, ensuring that no duplicated entries 
were used. To minimize memory retention bias and potential 
performance inflation, each question was answered in a new 
session. Moreover, the entire test was repeated twice at three-
day intervals for each model using the same procedure. For 
analysis, the mean values of responses across different trials 
were calculated.
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Statistical Analysis

All statistical analyses were performed using IBM SPSS 
Statistics, version 26.0 (IBM Corp., Armonk, NY, USA). AI outputs 
were compared with the official answer key. Performance 
metrics were defined as follows: accuracy (%) = number of 
correct responses/total number of questions; error rate (%) = 
number of incorrect responses/total number of questions; [non-
response rate (NR) %] = number of “n” responses/total number 
of questions. Comparative analyses across AI models were 
performed using the chi-square test for categorical outcomes. A 
p-value <0.05 was considered statistically significant. Subgroup 
analyses were additionally performed according to time 
intervals (2010-2015, 2016-2020, 2021-2025) and question 
categories (trauma, degenerative spine, deformity, oncology, 
infection, and general knowledge).

Ethical Approval

The study protocol was reviewed and approved by the 
Non-Interventional Clinical Research Ethics Committee of 
Afyonkarahisar Health Sciences University (approval number: 
2025/11, date: 05.09.2025).

RESULTS

A total of 286 spine surgery questions from the UEGS were 
analyzed to determine accuracy, error, and NRs. Gemini-
Pro achieved the highest accuracy (85.3%), demonstrating 
significantly superior performance compared with both 
ChatGPT-5.0 (71.7%) and DeepSeek-V3 (78.0%). The overall chi-
square test indicated significant differences among the models 
(p<0.001). Pairwise comparisons revealed that the difference 
between ChatGPT-5.0 and Gemini-Pro was statistically 
significant (p<0.001), whereas no significant differences 
were observed for the other model pairs. NRs were generally 
low across all models, with Gemini-Pro yielding the lowest 
proportion of unanswered items. The performance metrics of 
each AI model are summarized in Table 1.

Temporal Analyses

Accuracy rates demonstrated variability across time intervals.
2010-2015: ChatGPT-5.0: 65.2% [95% confidence interval 
(CI): 55.1-74.2; NR: 16.3%); Gemini-Pro: 79.3% (95% CI: 70.0-
86.4; NR: 2.2%); DeepSeek-V3: 79.3% (95% CI: 70.0-86.4; NR: 
3.3%). Pairwise McNemar tests: ChatGPT-5.0 vs. DeepSeek-V3, 
p=0.0106; ChatGPT-5.0 vs. Gemini-Pro, p=0.0241; Gemini-Pro 
vs. DeepSeek-V3, p=1.0000.

2016-2020: ChatGPT-5.0: 74.7% (95% CI: 64.7-82.7; NR: 
12.6%); Gemini-Pro: 89.7% (95% CI: 81.5-94.5; NR: 0.0%); 
DeepSeek-V3: 77.0% (95% CI: 67.1-84.6; NR: 3.4%). Pairwise 
McNemar tests: ChatGPT-5.0 vs. Gemini-Pro, p=0.0044; Gemini-
Pro vs. DeepSeek-V3, p=0.0074; ChatGPT-5.0 vs. DeepSeek-V3, 
p=0.8318.
2021-2025: ChatGPT-5.0: 74.8% (95% CI: 65.8-82.0; NR: 
4.7%); Gemini-Pro: 86.9% (95% CI: 79.2-92.0; NR: 1.9%); 
DeepSeek-V3: 77.6% (95% CI: 68.8-84.4; NR: 4.7%). Pairwise 
McNemar tests: ChatGPT-5.0 vs. Gemini-Pro, p=0.0146; Gemini-
Pro vs. DeepSeek-V3, p=0.0525; ChatGPT-5.0 vs. DeepSeek-V3, 
p=0.6476.
These findings indicate that Gemini-Pro and DeepSeek-V3 
outperformed ChatGPT-5.0 in the earlier period (2010-2015), 
while Gemini-Pro consistently demonstrated superior and 
more stable performance in subsequent years. The temporal 
performance trends are illustrated in Figure 1, with detailed 
results presented in Table 2.

Subgroup Analyses by Question Category

Subgroup analyses were conducted across six domains of 
spine surgery. DeepSeek-V3 achieved the highest accuracy in 
oncology questions, whereas Gemini-Pro outperformed the 
other models across all remaining categories. Specifically:
Trauma (n=42): Gemini-Pro, 83.0% (95% CI: 69.9-91.1)
Degenerative spine (n=56): Gemini-Pro, 87.5% (95% CI: 76.4-93.8)
Deformity (n=87): Gemini-Pro, 85.1% (95% CI: 76.1-91.1)
Oncology (n=42): DeepSeek-V3, 92.3% (95% CI: 66.7-98.6)
Infection (n=21): Gemini-Pro, 81.0% (95% CI: 60.0-92.3)
General knowledge (n=62): Gemini-Pro, 87.1% (95% CI: 76.6-93.3)
A comprehensive summary of category-specific performances is 
provided in Table 3.

DISCUSSION

This study represents the first systematic evaluation of AI 
model performance on spine surgery questions from the UEGS, 
a standardized national examination in Türkiye. The findings 
demonstrate that Gemini-Pro achieved a notably higher 
accuracy rate compared with ChatGPT-5.0 and DeepSeek-V3, 
suggesting that advanced LLMs may serve as a complementary 
tool in orthopedic education.
Across the complete dataset of 286 spine surgery questions, 
Gemini-Pro consistently outperformed the other models, 
attaining both the highest accuracy and the lowest NR. 

Table 1. Accuracy, error, and non-response rates of AI models on spine surgery questions from the UEGS between 2010 and 2025

Model Total (n) Correct (n) Correct (%) Incorrect (n) Incorrect (%) Uncertain (n) Uncertain (%)
ChatGPT-5 286 205 71.7 50 17.5 31 10.8

Gemini 286 244 85.3 38 13.3 4 1.4

DeepSeek 286 223 78.0 52 18.2 11 3.8
AI: Artificial intelligence, UEGS: Orthopedic residency training and development examination
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These results are consistent with the growing body of 
literature demonstrating that LLMs are approaching 
passing-level performance on high-stakes examinations 
and surgical knowledge assessments(12,13). Global reviews 
of exam performance have further underscored substantial 
heterogeneity among model families(5), and emerging reports 
suggest that DeepSeek may achieve performance comparable 
to other systems in certain clinical decision-support tasks(14,15). 
In the present study, the 71.7% accuracy of ChatGPT-5.0 
aligns with findings from other disciplines evaluating LLM 
performance on specialty board examinations(19). Gemini-Pro’s 
higher accuracy and DeepSeek-V3’s acceptable, albeit lower, 
accuracy rates reflect the performance variability across AI 
architectures, in line with previous reports(20).
Several prior studies have assessed AI performance on 
Turkish orthopedic examinations. Yağar et al. (21) reported that 
ChatGPT-4o performed favorably on the Turkish Orthopedics 

and Traumatology Board Examination, particularly in basic 
science questions. Pamuk et al. (16) found that ChatGPT not only 
performed with high accuracy but also surpassed the majority 
of human examinees, outperforming 98.7% of candidates. 
Conversely, Yiğitbay(18) observed relatively limited performance 
of ChatGPT in the same context. Ayik et al. (22) compared 
multiple models and showed that ChatGPT-4 achieved the 
highest accuracy compared with ChatGPT-3.5 and Gemini on 
Turkish orthopedic progress examinations. Similarly, Lum(23) 
reported that ChatGPT exhibited low likelihood of success in 
the American Board of Orthopaedic Surgery Examination when 
benchmarked against residents.
Beyond examination settings, AI tools have also been 
investigated in clinical contexts. Demir and Kültür(24) compared 
ChatGPT-4o, DeepSeek-V3, and Gemini-Pro with orthopedic 
surgeons in patient assessment and decision-making, reporting 
that AI systems performed significantly worse on case-
based scenarios but demonstrated comparable accuracy on 
knowledge-based questions. Karapınar et al. (17) specifically 
examined spine-related questions from orthopedic residency 
examinations and found that ChatGPT-3.5 and ChatGPT-4.0 
provided answers equivalent to the knowledge level of a third-
year resident.
The low NRs observed across all models suggest a general 
tendency to provide definitive answers. However, the presence 
of incorrect responses highlights the risk of misleading outputs. 
Thus, while AI tools may provide valuable support in exam 
preparation, interpretation of results should remain under 
expert supervision.
From an educational perspective, the integration of AI-
based platforms into residency curricula could foster self-
directed learning, enable immediate feedback, and promote 
standardization in exam preparation. Future investigations 
should incorporate larger datasets, extend analyses across 
different subspecialties, and explore interactive, real-time 

Table 2. Binary McNemar comparisons by time periods

Period Comparison A wrong/B right (b01) A right/B wrong (b10) Discordant (n) McNemar  
p-value (exact)

2010-2025 (Overall) GPT5 vs DeepSeek 41 23 64 0.0328
2010-2025 (Overall) GPT5 vs Gemini 56 17 73 <0.0001
2010-2025 (Overall) Gemini vs DeepSeek 16 37 53 0.0055
2010-2015 GPT5 vs DeepSeek 18 5 23 0.0106
2010-2015 GPT5 vs Gemini 21 8 29 0.0241
2010-2015 Gemini vs DeepSeek 8 8 16 1.0000

2016-2020 GPT5 vs DeepSeek 12 10 22 0.8318

2016-2020 GPT5 vs Gemini 16 3 19 0.0044
2016-2020 Gemini vs DeepSeek 2 13 15 0.0074
2021-2025 GPT5 vs DeepSeek 11 8 19 0.6476

2021-2025 GPT5 vs Gemini 19 6 25 0.0146
2021-2025 Gemini vs DeepSeek 6 16 22 0.0525
GPT: Generative pre-trained transformer

Figure 1. Yearly accuracy of LLMs (UETS Spine Questions, 2010-
2025). LLMs: Large language models, UETS: Unified European 
Training Syllabus
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assessments with residents.
When evaluating AI performance, it is important to consider 
differences in question formats. Prior studies have demonstrated 
that the performance of LLMs may vary depending on whether 
the assessment involves multiple-choice questions (MCQ) or 
true/false questions. Isleem et al.(25) reported that ChatGPT’s 
accuracy differed according to question type. In our study, the 
UEGS exam format was limited exclusively to true/false items. 
While this binary structure simplifies decision-making for AI 
and may yield higher accuracy compared to more complex MCQ, 
it simultaneously restricts the depth of reasoning and clinical 
judgment that can be assessed. Therefore, the findings should 
be interpreted within the context of this inherent limitation of 
the exam format.
Study Limitations
The limitations of this study include its retrospective design, 
lack of qualitative assessment of AI-generated responses, 
and potential heterogeneity in model versions over the study 
period. Moreover, given that the study focuses exclusively on 
spine surgery questions and employs a simple true/false format, 
the findings may not fully capture the breadth of medical 
knowledge or the complexity of clinical judgment. These 
findings establish an important foundation for the integration 
of AI into orthopedic residency education and underscore the 
need for multicenter, prospective studies to validate these 
results.

CONCLUSION

This study demonstrates that AI models can serve as supportive 
tools in orthopedic residency education and examination 
preparation. Among the evaluated systems, Gemini-Pro achieved 
significantly higher accuracy compared with ChatGPT-5.0 and 
DeepSeek-V3. The observed variability in performance across 
time underscores the dynamic evolution of AI capabilities. 
Larger, multicenter studies incorporating broader datasets 
and interactive educational modules will be essential to fully 
elucidate the role of AI in orthopedic training.
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